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Social Text Data 

ÅVarious kinds of social media 

ïText data is one of the most important data types 

ÅTweets 

ÅBlogs 

ÅComments 

ÅProfiles 

ÅMessages  

ÅΧΧ  



Characteristics of social text data 

ÅUser-oriented 

ïSocial text data is created by users themselves 

ÅA social networking account corresponds to an offline 
user in real life 

ÅUsers can generate text contents as they like 

ÅIt provides a valuable data resource to understand 
social users 

 

 

 

 



Characteristics of social text data 

ÅOpinionated text 

ïNot only including facts 

 

 



Characteristics of social text data 

ÅInformal and noisy text 

ïNew terms were created by users 

ïA traditional vocabulary cannot work 

 

 

 



Characteristics of social text data 

ÅRich-link text 

ïOn Twitter, we can simply connect ourselves with 
any celebrity account by using  two typical ways: 

Åmention (@) and retweet (RT) 

 



Characteristics of social text data 

ÅRich-type text 

ïMultiple types of information are often embedded 
in the text 

ÅE.g.,  
ïHashtag 

ïCheck-ins (Location and time) 

ïPhone type 
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Tokenization 

ÅFor English 

ïDelimiter-based tokenization method 

 

 

ïIs it a simple task? 



Chinese Segmentation 

ÅFor Chinese 

ïNo space characters help 

Åז --ז<-  -- --  
ï (He is going to HK tomorrow.) 

 

ïNearly a well-done task 

ÅOn standard text collections, the accuracy is very high 
For social text data, it needs more improving 

ÅChallenge: informal writing styles and out-of-
vocabulary terms 
ïE.g., new terms created by social users 



Fundamental natural language 
processing techniques 

ÅTurn text into semantic units 

 

ÅProvide semantic units with meaningful 
annotations 



Part-of-speech tagging 

ÅWord-category tagging/labeling/classification  



Part-of-speech tagging (POS tagging) 

ÅWord-category tagging 



Named Entity Recognition (NER) 

ÅA very important task: find and classify entity 
mentions in text, for example: 
 

ïThe decision by the independent MP Andrew Wilkie to 
withdraw his support for the minority Labor 
government sounded dramatic but it should not 
further threaten its stability. When, after the 2010 
election, Wilkie, Rob Oakeshott, Tony Windsor and the 
Greens agreed to support Labor, they gave just two 
guarantees: confidence and supply. 
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Named Entity Recognition (NER) 

Person Date Location Organization 
 
 



Entity Linking 

ÅPresident Obama won the 2009 Nobel Peace 
Prize 
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Statistical topic models 

ÅQuestion: 

ïGiven a large text dataset, how do we know the 
major topics in it? 

 

We need a way to summarize and compress information 



Statistical topic models 

ÅOutput I: 

ïTopics 

ï/ŀƴ ōŜ ǳƴŘŜǊǎǘƻƻŘ ŀǎ άŎƭǳǎǘŜǊǎ ƻŦ ǿƻǊŘǎέ 



Statistical topic models 

ÅOutput II: 

ïPer-document topic distribution 

ï/ŀƴ ōŜ ǳƴŘŜǊǎǘƻƻŘ ŀǎ άŘƻŎǳƳŜƴǘ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴέ 



Statistical topic models 

ÅPut together 



Key ideas in topic models 

ÅCapturing word co-occurrence 

ïIf two words frequently co-occur in documents, 
these two words tend to be captured in top 
positions of the same topics 

 

ïThe number of training documents are supposed 
to be large 

ÅA few hundred documents will not work well  

 



Semantic Analysis Model 

ÅStatistical topic models 

 

ÅWord embedding model 
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ÅDistributional semantics 
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Word2Vec 

ÅInput: a sequence of word tokens from a 
vocabulary 

ïRequiring a large amount of documents 

 

ÅOutput: a fixed-length embedding vector for 
each term in the vocabulary 

ïThe embedding vector usually has several 
hundred dimensions with dense values 



Word embedding 

ÅUsage: finding similar words 

ï9ΦƎΦΣ ǉǳŜǊȅ ǿƻǊŘҐά{ǿŜŘŜƴέ 



Interesting Observations 

ÅChina-Beijing = Japan - Tokyo 


