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Install Python and NLTK (1)  

Å Download and install Python 2.7.6 

Å Install pip 

ïDownload get-pip.py to C:\ python27 

ïCommand line 
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https://www.python.org/download/
http://www.pip-installer.org/en/latest/installing.html
http://www.pip-installer.org/en/latest/installing.html
http://www.pip-installer.org/en/latest/installing.html


Install Python and NLTK (2)  
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Web Data 

Log files, relationships and texts 
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(Jiang, Wang, Peng, & Zhu, 2014) 

(Bearman, Moody, & Stovel, 2004) 

(blackbeltcoder.com) 

http://www.blackbeltcoder.com/Articles/files/a-convenient-logfile-class


Web Data Preprocessing 
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Word Extraction 
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1. Tokenization 

Chopping up a character sequence into pieces, 
called tokens. 
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Input : Seattle is a coastal seaport city. 

Output: Seattle is a coastal seaport city 



Word Extraction 
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2. Dropping Common Terms 

Excluding extremely common and 
semantically nonselective words (stop words). 
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andȟ ÁÒÅȟ ÁÓȟ ÁÔȟ ÂÅȟ ÆÏÒȟ ÆÒÏÍȣ 



Word Extraction 
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3. Normalization 

Creating synonym dictionary so that match 
occurs despite the superficial differences. 
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USA=U.S.A.=America 



Word Extraction 
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4. Stemming and Lemmatization: 
Aim 

Reducing related forms of a word to a 
common base form. 
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4. Stemming and Lemmatization: 
Two Approaches 

ÅStemming: chopping off the ends of words 
according to some rules to remove the derivational 
affixes. 

 

 

 

ÅLemmatization: using a dictionary to match a word 
with its base (lemma). 
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does->be         women->woman         went->go 

Rule   Example 
SSES  Ą SS  caresses   Ą  caress 
IES     Ą I  ponies      Ą  poni 
SS       Ą SS  caress       Ą  caress 
S         Ą   cats           Ą  cat 
 



Word Extraction 
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5. Words Tagging: Aim 

Marking up a word, based on both its definition, as 
well as its context, often requiring context-specific 
dictionaries. 
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5. Words Tagging: Grammatical 
Tagging 

Known as part-of-speech tagging (POST). 
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Word    Tag 
 

heat   verb (noun)  
water   noun (verb) 
In   prep (noun, adv)  
a   det (noun)  
large   adj (noun) 
vessel   noun 
 

http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html


5. Words Tagging: Named Entity 
Tagging 
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Word    Tag 
 

2010   date  
Obama   person 
Seattle   location  
WTO   organization  
 



5. Words Tagging: Sentimental 
Tagging 
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Word    Tag 
 

love   positive  
dazzling    positive 
suck   negative  
still    neutral  
wonderful   positive 
waste   negative 
 



Demo 1: Online Tool  for Word 
Extraction 

ÅOpen Xerox  
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https://open.xerox.com/Services/fst-nlp-tools/Consume/181
https://open.xerox.com/Services/fst-nlp-tools/Consume/181


Demo 2: Python Tool for Word 
Extraction (1) 

Natural Language Toolkit (NLTK) 

 Functions in demo2: 

 tokenize 

 pos_tagging 

 lemmenize 

 stem 

 stop_words 

 processing_all 
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http://www.nltk.org/
http://www.nltk.org/


Demo 2: Python Tool for Word 
Extraction (2) 

Åimport demo2 

ÅÄÅÍÏςȢÔÏËÅÎÉÚÅɉȰÔÅØÔȱɊ 

ÅÄÅÍÏςȢÐÏÓͺÔÁÇÇÉÎÇɉȰ×ÏÒÄȱɊ 

ÅÄÅÍÏςȢÌÅÍÍÅÎÔÉÚÅɉȰ×ÏÒÄȱɊ 

ÅÄÅÍÏςȢÓÔÅÍɉȰ×ÏÒÄȱɊ 

ÅÄÅÍÏςȢÓÔÏÐͺ×ÏÒÄÓɉȰ×ÏÒÄȱɊ 

ÅÄÅÍÏςȢÐÒÏÃÅÓÓÉÎÇͺÁÌÌɉȰÄÅÍÏςȢÔØÔȱȟȱÄÅÍÏσȢÔ
ØÔȱɊ 
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Demo 2: Python Tool for Word 
Extraction (3) 
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Feature Selection: Starter Edition 

ÅFinding terms that best represent texts in each category.  

 

ÅStarter edition: pick up the most popular term in each 
category. 

 

ÅProblem: What if the most popular terms are the same 
across categories?  
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News about 

Beijing 

News about 

Shenzhen  

News about 

Shanghai 

China China China 



Feature Selection: Advanced Edition 

ÅPicking up the most discriminant terms in 
each category. 

 

Åʔ2 calculates whether the occurrence of the 
term and occurrence of the category are 
independent. 
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Feature Selection: Using  …  to 
Realize the Advanced Edition 

Å… ὸȟὧ В В ȟȟ  

ï Et=1 (the document contains term t) 

ï Et=0 (the document does not contain term t) 

ï Ec=1 (the document is in class c) 

ï Et=0 (the document is not in class c) 

Å…measures how much expected counts E 
and observed counts N deviate from each 
other. It calculates the relative importance 
of terms for each category. 
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News about 

Beijing 

News about 

Shenzhen  

News about 

Shanghai 

Haze Immigration Foreigners 



An Exercise: Calculating …  (1) 

Å… ὸȟὧ В В ȟȟ  

ï Et=1 (the document contains term t) 

ï Et=0 (the document does not contain term t) 

ï Ec=1 (the document is in class c) 

ï Et=0 (the document is not in class c) 

ÅA corpus of 801,948 news articles 

Åςχȟχπρ ÁÒÔÉÃÌÅÓ ÁÒÅ ÃÌÁÓÓÉÆÉÅÄ ÁÓ ȰÐÏÕÌÔÒÙȱȢ /Æ 
ÔÈÅÍȟ τω ÁÒÔÉÃÌÅÓ ÃÏÎÔÁÉÎ ÔÈÅ ×ÏÒÄ ȰÅØÐÏÒÔȱȢ 

ÅOf the rest 774,247 articles, 141 contain the 
×ÏÒÄ ȰÅØÐÏÒÔȱȢ 
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An Exercise: Calculating …  (2) 

epoultry=1 epoultry=0 

eexport=1 N11=49 

E11=6.6 

N10=141 

E10=183.4 

eexport=0 N01=27652 

E01=27694.4 

N00=774106 

E00=774063.6 
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… ὸȟὧ В В ȟȟ =284 



ÅData: 225 pieces of economic news from 
Reuters (51 about China, 174 about Japan). 

 

Å21ȡ 7ÈÁÔȭÓ ÔÈÅ ÆÏÃÕÓ ÏÆ 2ÅÕÔÅÒÓ ÆÏÒ ÅÁÃÈ 
country?  
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Demo 3: Use SPSS to Do Feature 
Selection 



Demo 3: Read in File (1) 

ÅRead demo3.txt into SPSS 
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Demo 3: Read in File (2) 

ÅRead demo3.txt into SPSS 
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Demo 3: Select Words(1) 

ÅFilter out stop words and spaces 

ïData-> 

ïSelect cases-> 

Åstop=0 and word~="  " 

ÅDelete unselected cases 
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Demo 3: Select Words(2) 
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Demo 3: Select Words(3) 
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Demo 3: Select Words(4) 

ÅSelect nouns only 

ïData-> 

ïSelect cases-> 

ÅCHAR.SUBSTR(tag,1,2)="NN" or  
CHAR.SUBSTR(tag,1,2)="NA" 

ÅDelete unselected cases 
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Demo 3: Select Words(5) 
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Demo 3: Select Words(6) 
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Demo 3: Calculate Term Frequency 
(Prepare for Demo 4) (1) 

ÅCalculate term frequency 

ïData-> 

ïAggregate-> 

Åbreak variables=pid & lemm 

ÅNumber of cases=tf 

ÅCreate a new dataset containing only the aggregated 
variables 

Å3ÁÖÅ ÔÈÅ ÆÉÌÅ ÁÓ ȰÄÅÍÏτȢÓÁÖȱ 
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Demo 3: Calculate Term Frequency 
(Prepare for Demo 4) (2) 
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Demo 3: Match Words with Country 
(1) 

ÅSort cases 

ïData-> 

ïSort Cases-> 

ÅBy pid (a) 
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Demo 3: Match Words with Country 
(2) 

ÅMatch words with country 

ïData-> 

ïMerge Files-> 

ïAdd Variables-> 

ï-ÅÒÇÅ ×ÉÔÈ ȰÄÅÍÏςȢÓÁÖȱ  

ÅKey variable=pid 

ÅNon-active data set is keyed table 

ÅExclude variable=news tf 
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Demo 3: Match Words with Country 
(3) 
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Demo 3: Match Words with Country 
(4) 
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